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Abstract: The profound integration of informatisation and industrialization is amplifying security concerns 
regarding digital twins within industrial IoT (IIoT) network protocols. Current techniques for detecting 

vulnerabilities in network protocols, primarily based on feature mutation and fuzz testing, encounter 

drawbacks including reliance on expert experience and incapacity to address unknown protocols. This 

work concentrates on the automated analysis and formulation of vulnerability detection algorithms to 

tackle the issues of vulnerability detection for digital twins in IIoT protocols. A method for detecting 

network protocol vulnerabilities is proposed, utilising a combination of Generative Adversarial Networks 

(GANs) and mutation algorithms. A network protocol analysis model utilising GANs is employed to 

thoroughly extract information from message sequences, delineate message formats and associated 

attributes, and ascertain the structure of the network protocol. Subsequently, an iterative mutation 

technique, informed by a mutation operator library, is employed to develop targeted test case generation 

rules, therefore reducing the time necessary to identify vulnerabilities. An automated vulnerability 

identification approach for unidentified industrial control network protocols has been developed, 

addressing the present need for automated protocol vulnerability detection in the industrial control 

sector. The proposed methodology entailed the examination of two industrial control protocols (Modbus 

TCP and S7), assessing the efficacy of generated cases, vulnerability detection proficiency, test case 

creation duration, and case diversity. Experimental findings demonstrate that the proposed method 

achieves a TA indication of up to 89.4%. In the ModbusSlave simulation system, the AD indicator 

attained 6.87%, markedly decreasing the time needed to produce effective cases and enhancing the 

efficiency of vulnerability detection in industrial control protocols. 
 

Keywords:  Digital Twin, Generative Adversarial Networks, DMGAN, Vulnerability Detection, Industrial 

IoT,  fuzz testing. 

 

 

1.  INTRODUCTION 

An industrial control protocol refers to the rules and 

agreements that both entities must follow to complete 

communication or services in adigital twin within industrial 

control environment. In recent years, with the widespread use 

of industrial control products and systems, many network 

security incidents have occurred. Notorious examples include 

the Stuxnet virus [1] and the global ransomware outbreak [2], 

both of which caused significant losses to society. At the 

same time, malicious attackers have exploited vulnerabilities 

in digital twin within industrial IoT based control networks to 

launch remote attacks on devices connected to the internet 

[3], directly affecting the safety of the entire internet. As a 

result, industrial IoT security issues have garnered 

widespread attention worldwide. 

Vulnerability mining refers to the process of using various 

technologies and tools to discover security vulnerabilities in 
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software programs, network protocols, etc., as much as 

possible. According to statistical investigations, traditional 

vulnerability mining methods for digital twin within 

industrial IoT based control network protocols mainly 

employ reverse engineering, penetration testing, and fuzz 

testing techniques. Among these, fuzz testing typically 

involves constructing effective test cases based on the 

software or protocol specifications being tested and using 

malicious inputs to cause crashes or abnormal behaviour to 

discover vulnerabilities in the software or protocol [4]. These 

methods are primarily applied to known industrial IoT based 

control network protocols. However, due to high investment 

costs, long execution times, susceptibility to errors, lack of 

targeting, poor portability, and low detection efficiency, these 

methods struggle to achieve intelligent and efficient 

vulnerability mining. 

Therefore, this paper offers a mutation-based approach to 

mining network protocol vulnerabilities that is based on 

generative adversarial networks, aiming to solve the current 

challenges encountered in digital twin within industrial IoT 

based control network protocol vulnerability mining. The use 

of generative adversarial networks can reduce the subjectivity 

in manually analysing protocol construction test cases while 

lowering the time and labour costs associated with 

constructing fuzz test cases, thus improving the overall 

efficiency of the fuzz testing process. By designing guided 

mutation strategies and methods based on the characteristics 

of digital twin within industrial IoT based control protocol 

message fields and the known features of existing 

vulnerability rules, we can efficiently and quickly guide the 

generation of effective test cases within a controlled range, 

achieving more precise and efficient vulnerability mining. In 

this paper, an improved multi-generator generative 

adversarial networks (DMGAN) are used to generate test 

cases, combined with offline fast mutation strategies to 

address the challenges of vulnerability mining in digital twin 

within industrial IoT based control network protocols. 

Finally, by conducting simulation experiments on the 

Modbus TCP and S7 protocols, the proposed algorithm is 

validated in terms of performance metrics such as test case 

diversity, system acceptance rates, and the frequency of 

triggering faults during fuzz testing. The experimental results 

demonstrate that the DMGAN model can effectively reduce 

the time and cost of manual analysis, minimize the 

uncertainties associated with manual input of test cases and 

manual analysis without compromising vulnerability 

detection effectiveness, and enable mutation strategies to 

guide the model in finding effective test cases more quickly. 

In summary, the contributions of this paper are threefold: 

1. One approach to mining vulnerabilities in network 

protocols that makes use of the DMGAN model is 

proposed, which learns the message format from 

industrial IoT based control sample data, reducing 

the manual cost and time involved in testing 

industrial IoT based control systems and improving 

testing effectiveness. 

2. Based on the characteristics of industrial IoT based 

control protocol message fields and the principles of 

existing vulnerabilities, a method using mutation 

operator libraries and packet rules is proposed. This 

method aims to design guided offline fast mutation 

strategies to guide the generation of effective test 

cases, thereby discovering effective cases more 

quickly. 

3. An iterative feedback model is used to continuously 

filter and guide offline mutations of test cases. The 

fuzz testing results are combined to further guide 

mutation strategies and methods. The mutated cases 

are then fed into the model for training and testing, 

achieving deeper and broader testing to uncover 

more potential vulnerabilities. 

Section 2, overview of previous research on vulnerability 

mining using GANs, mutations, and in section 3, proposed 

combination of GANs and mutation strategies for 

vulnerability discovery. In section 4, details experimental 

setup, datasets, performance evaluation of proposed 

approach, and in section 5, summarizes results, 

improvements, and future directions for vulnerability mining. 

 

2. RELATED WORK 

2.1  Deep Learning and Generative Adversarial 

Networks 

In recent years, machine learning and deep learning have 

made significant breakthroughs in technology. Particularly, 

the development of deep learning has enabled computers to 

possess powerful perception abilities. At the same time, deep 

learning has attracted attention from the tech industry and 

shown immense potential for applications. In fields such as 

gaming, robotics, machine translation, speech recognition, 

autonomous driving, navigation, intrusion detection, multi-

agent collaboration, and recommendation systems, deep 

learning has achieved performance comparable to, or even 

surpassing, that of humans. 

As technology rapidly advances, researchers have shifted 

their focus from machine perception to machine creation, 

using generative techniques in machine learning to enable 

machines to create new things. The birth of generative 

adversarial networks has reshaped our understanding of 
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traditional generative models and has already achieved 

remarkable results. Adversarial networks represent a new 

milestone in the field of artificial intelligence. The "father of 

GANs," Goodfellow, who studied under deep learning master 

Yoshua Bengio at the University of Montreal, was inspired 

by biologist Leigh Van Valen's "Red Queen Hypothesis" and 

conceived the idea of adversarial networks. After multiple 

attempts, he achieved excellent results in generating images 

using GANs [5]. However, compared to other deep learning 

networks, the training of generative adversarial networks is 

unstable, and issues such as non-convergence, vanishing 

gradients, and mode collapse can occur [6]. Therefore, this 

paper proposes an improved generative adversarial networks 

model to overcome the challenges of non-convergence, 

vanishing gradients, mode collapse, and poor diversity in 

generated data during training. 

2.2 Fuzz Testing 

Fuzz testing has developed over more than 20 years into a 

widely used vulnerability discovery technique [7]. In 1989, 

Professor Barton Miller from the University of Wisconsin-

Madison introduced the concept of fuzz testing and tested the 

robustness of applications under the UNIX system [8]. Since 

then, more and more researchers have focused on fuzz testing, 

proposing various new ideas and methods. For example, 

Porter et al. proposed the PROTOS [9] test suite, which 

generates structured test data using protocol specifications 

and was the first to apply fuzz testing to network protocol 

testing. Later, Aitel developed the first custom fuzzing 

framework, SPIKE [10], which was subsequently improved 

by other researchers. Peach [11] was used for file fuzz testing 

and became popular among security testers due to its easy-to-

understand scripting language and cross-platform testing 

capability. AFL [12], developed by security researchers, is a 

coverage-guided fuzzing tool that has significantly 

influenced fuzz testing technology and continues to be 

improved. Recent research has attempted to combine deep 

learning with AFL, using sequence-to-sequence neural 

network models to enhance the effectiveness of the AFL 

fuzzer [13]. Although fuzz testing has proven effective in 

vulnerability discovery, the randomness in generating test 

cases and the complexity of the mutation process remain 

significant challenges. As a result, finding vulnerabilities 

requires substantial time and computational resources. The 

data generation process in fuzz testing is usually based on 

specific rules and algorithms [14], making it difficult to 

generate complex input data that exists in the real world, and 

thus, hard to uncover potential vulnerabilities. Moreover, 

current fuzz testing techniques heavily rely on the experience 

of security experts. 

In past research, deep learning methods were typically 

used as auxiliary tools, but recent studies have begun 

applying them as core methods in fuzz testing for industrial 

IoT network protocols. One example is the proposal by Lv et 

al. [15] to create valuable binary seed files by means of 

machine learning. In their recommendation for determining 

input-specific mutation procedures, Böttinger et al. [16] 

proposed Q-learning algorithms. In their study, Godefroid et 

al. [17] investigated methods for learning the grammar of 

non-binary PDF data objects using neural network-based 

learning approaches. These research, from different 

perspectives, have enhanced the application of machine 

learning in fuzz testing [18]. Nevertheless, fuzz testing has 

mainly been applied to known network protocols, making it 

less suitable for unknown domains. This limitation constrains 

the broader application and development of fuzz testing. 

Therefore, this paper uses an improved generative 

adversarial networks model to conduct deep exploration and 

analysis of message structures, generating a large number of 

test cases. Based on an analysis of protocol message fields 

and the principles of vulnerability triggering, the paper 

proposes a mutation strategy and method based on a mutation 

operator library and packet rules to guide the generation of 

effective test cases. Finally, by analyzing the test results and 

dynamically adjusting the mutation strategy, the proposed 

method conducts fuzz testing on industrial control protocols, 

achieving more extensive and in-depth testing, thereby 

uncovering more potential vulnerabilities. The combination 

of generative adversarial networks models and mutation 

strategies integrates generative-based and mutation-based 

fuzz testing techniques, not only recognizing unknown 

network protocol structures and expanding the scope of 

application, but also reducing manual and time costs, while 

shortening the time required to discover vulnerabilities. 

 

3. AN APPROACH TO VULNERABILITY 

MINING UTILIZING GANS AND 

MUTATION STRATEGIES IN 

COMBINATION 

3.1 Overall Architecture 

This paper adopts a approach to vulnerability mining that 

use GANs in conjunction with mutation techniques to 

address the current challenges in network protocol 

vulnerability mining. The method focuses on improving test 

case diversity, system acceptance rates, and the number of 

triggered vulnerabilities, aiming to shorten the time required 

to generate test cases and improve fuzz testing results. By 

training the improved generative adversarial networks, this 



International Journal of Technology Research and Management 
ISSN (Online): 2348-9006 

  Vol 12 Issue 03 March 2025 
 

 

 

 
 

Paper ID: 2025/IJTRM/03/2025/45510           4 

 

method effectively reduces the time and cost of manual 

analysis, eliminates the lack of objectivity in manual testing, 

and enhances the diversity of test cases. Additionally, to 

efficiently identify effective cases, this paper introduces 

guided mutation strategies and methods based on known 

vulnerability characteristics and protocol format features. 

The overall architecture of the method involves data pre-

processing, generative model design, mutation strategy 

construction, and result analysis and feedback, as shown in 

Figure 1. 

 

 

 

 
Figure 1: Overall framework of the proposed method 

 

First, the initial dataset of messages is pre-processed, and the 

processed data is input into the model for training and 

optimization to automatically generate test cases similar in 

structure to real-world data. Then, by combining fuzz testing 

and the analysis of test results, effective anomaly information 

is obtained to identify valid test cases. The anomaly 

information mainly includes abnormal responses during fuzz 

testing and content from an offline vulnerability database. 

Finally, the test results are fed back into the data processing 

and model training process. Based on this feedback, the 

mutation strategy is adjusted, optimizing the mutation 

operations on the test cases. 

3.2 Data Pre-processing Based on Image Format 

Conversion 

To further enhance the training process, the data pre-

processing workflow must ensure that the message data is 

converted into image data in the target format. This is 

achieved by performing data cleaning [19], base conversion 

[20], data frame alignment [21], data clustering [22], and 

format conversion on the captured communication message 

dataset [23], converting the message data into image data for 

model training to facilitate deep learning analysis of message 

formats [24]. 

In an industrial IoT control network communication 

environment, data packets exist in the form of sequences, 

consisting of a message header and a data field [25]. The 

message header contains protocol control information used 

for managing data transmission and processing, and it 

follows a relatively fixed format [26]. The data field contains 

the actual transmission data from the application layer, and 

since the instruction information varies, the length and 

content of the data field differ. It is important to note that 

communication data frames within the same protocol cluster 

generally follow a similar and fixed protocol format [27]. 

The primary goal of the pre-processing stage is to clean, 

align, convert, and reformat the data frames, transforming the 

data into an image format for model training. The original 

data frame sequence is formally represented as 𝑇1:𝑛 =
 𝑓1 , 𝑓2 , 𝑓3 , ⋯ , 𝑓𝑥 , ⋯ ,  𝑓𝑛 , 𝑓𝑥 ∈ 𝐸, 𝑇1:𝑛 ∈ 𝑇∗ . Here, 𝐹 represents 

the set of hexadecimal data composed of letters and numbers, 

and S∗S^*S∗ represents the set of data frame sequences [28]. 

The base conversion process converts hexadecimal protocol 
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data frames into decimal format and stores them in specific 

files. After standardizing the data format for the input into the 

training model, the data in the file undergoes further format 

conversion. The one-dimensional vector is converted into a 

three-dimensional array with 3 rows, 32 columns, and 32 

channels, where "3" represents the red, green, and blue 

(RGB) channels, and "32" represents the height and width of 

the array, i.e., a 32 ∗ 32 pixel image. 

The data processing flow is shown in Figure 2. During the 

data alignment operation, zero-padding is introduced, so 

many pixels in the image will have an RGB value of zero, 

resulting in a fairly monotone color scheme for the training 

images [29]. 

 

 
Figure 2: Data pre-processing 

 

3.3 Improved Generative Model Design 

The improved generative adversarial network (GAN) model 

based on deep learning is designed to learn the format and 

structure of network protocol messages[30]. It generates 

diverse and differentiated test data packets [31], enhancing 

the model’s generalization capability and robustness. During 

the model design process, training, parameter tuning, and 

iterative optimization are comprehensively considered. The 
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goal is to maintain a balance between the variability and 

similarity of generated samples to real-world data while 

ensuring sample diversity. 

The principles of the improved generative adversarial 

networks model (DMGAN) proposed in this paper are as 

follows: The DMGAN model introduces a Gaussian noise 

vector and applies a Gaussian Mixture Model (GMM) to 

parameterize the latent space vector [32]. The parameterized 

latent space vector is then reparametrized to produce diverse, 

back-propagation-friendly sample data. Samples are drawn 

from a specified Gaussian distribution and input into the 

generator, where multi-modal generators are used to learn the 

spatial structure of the input data packets. Finally, a 

discriminator evaluates the authenticity of the generated data, 

and training ends when the results reach a Nash equilibrium. 

In this context, Nash equilibrium refers to the optimal state 

where the generator and discriminator are perfectly 

balanced[33], meaning the generator's samples can no longer 

be distinguished from real data by the discriminator. This 

state is dynamic and is continually updated and adjusted 

based on past performance. 

GMM enhances the modelling capability of prior 

distributions and the diversity of generated samples without 

increasing the model’s depth. By introducing a mechanism 

for diversity, the model’s generative capabilities are 

strengthened, allowing it to produce varied samples even 

with limited data. The Gaussian distribution is defined as 

follows: 

𝑔 𝑥 ∣ 𝜇, 𝜎2 =
1

𝜎 2𝜋
f
−

(𝑥−𝜇 )2

2𝜎2                                        (1) 

Define the distribution of A as a mixture of Gaussians. 

𝑞𝐴 =   𝑁
𝑖=1

𝑕 𝐴∣𝜇 𝑖 ,  𝑖   

𝑁
                                                   (2) 

This represents the probability of sampling 𝐴 from the 

Gaussian distribution 𝑁 𝜇𝑖 , Σ𝑖 , where each Gaussian 

distribution has two parameters: 𝑕 𝐴 ∣ 𝜇𝑖 , Σ𝑖 and 𝜎𝑖 .Multiple 

Gaussian distributions are weighted and mixed according to a 

specified ratio to obtain a new probability distribution. 

Since 𝐴is a non-differentiable random variable, the gradients 

of the two parameters in the above model cannot be directly 

back propagated through the sample parameter 𝐴. Therefore, 

a reparameterization technique is introduced. The principle is 

to transform 𝐴 into a differentiable variable by standardizing 

each Gaussian distribution, as shown below: 

𝐴 = 𝜇𝑖
′ + 𝜎𝑖

′𝜖, 𝜖 ∼ 𝑁(0,1)                                   (3) 

In the above, 𝜇𝑖
′ and 𝜎𝑖

′ are the reparameterized, 

standardized mean and variance, respectively, and represent 

auxiliary noise variables drawn from a standard normal 

distribution. This transforms 𝐴into a differentiable variable. 

Given multiple Gaussian mixture distributions 𝒒𝐴
𝑖 , the 

Gaussian noise vector 𝐴is defined as: 

𝒒𝐴
𝑖 =   𝑁

𝑗 =1

𝑕  𝜇 𝑖+𝜎𝑖𝜖∣𝜇 𝑗
𝑖 ,  𝑖

𝑗    

𝑁
                                   (4) 

where 𝜇𝑗
𝑖 represents the mean of the 𝑖 Gaussian mixture 

distribution, and Σ𝑗
𝑖represents its variance. 

The multi-mode generator learns the spatial structure of the 

input data sequence, generating test cases. The loss function 

of the model is composed of both global and local losses. The 

following equation defines the optimized loss function for 

model training: 
min
𝐻1,𝐾 ,𝐷

 max
𝐸

 𝐽 𝐻1:𝐾 , 𝐷, 𝐸 = 𝐸𝑋 ∼ 𝑄data [log⁡𝐸(𝑋)] + 𝐸𝑋 ∼

𝑄modfl [log⁡(1 − 𝐸(𝑋))] − 𝛽   𝐾
𝑘=1   

 𝜋𝑘𝐸𝑋 ∼ 𝑄G𝑘
 log⁡𝐷𝑘(𝑋)    

       

 (5) 

In this formula, the first two terms calculate the loss between 

multiple generators and discriminators, 𝑄data  represents the 

real data distribution, and 𝑄G  represents the generated data 

distribution [34], while 𝐸 is the discriminator's result. The 

losses from the multiple generators are computed with the 

discriminator and summed to obtain the overall loss between 

generators and the discriminator, expressed as: 

𝐸(𝑋) =
𝑄

data 
(𝑥)

𝑄
data 

(𝑥)+𝑄𝐻1,𝑘
(𝑥)

                                                   (6) 

The final term of the loss function calculates the losses 

between multiple generators, expressed as: 

𝐿 𝐻1:𝐾 = 𝐹𝑋 ∼ 𝑄data  log⁡
𝑄

data 
(𝑥)

𝑄
data 

(𝑥)+𝑄
model 

(𝑥)
 + 𝐹𝑋 ∼

𝑄model  log⁡
𝑄

model 
(𝑥)

𝑄
data 

(𝑥)+𝑄
model 

(𝑥)
 − 𝛽   𝐾

𝑘=1  𝜋𝑘𝐹𝑋 ∼ 

 𝑄H𝑘
 log⁡  𝑘

𝑗 =1  𝜋𝑗𝑄𝐻𝑗(𝑥)  

         

(7) 

The DMGAN model used in this paper employs multiple 

mode generators and discriminators. Samples are randomly 

drawn from the reparametrized Gaussian mixture model and 

input into the multi-mode generator for training. The 

Gaussian mixture model defines 𝝁 =  𝜇1, 𝜇2 , ⋯ , 𝜇𝑁 T and 

𝝈 =  𝜎1, 𝜎2, ⋯ , 𝜎𝑁 T , with a simplified setup that includes 

diagonal covariance matrices for each component and equal-

weighted mixture components. These settings limit the 

model's ability to approximate more complex distributions. 

By continuously optimizing and adjusting the parameters of 

the Gaussian mixture model, as well as the proportions and 
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weights of these parameters, the model better fits the latent 

data distribution, maximizing the probability of generating 

realistic data 𝑄data 
  𝐻 𝜇𝑖

′ + 𝜎𝑖
′𝜖  𝜖 .The structure of the 

DMGAN model is shown in Figure 3. By combining the 

Gaussian mixture model with a multi-generator mode, the 

model can fit more complex sample distributions, ensuring 

the diversity and validity of generated data while reducing 

the likelihood of problems such as mode collapse and 

convergence difficulties. 

 

 
Figure 3: DMGAN model 

 

At the same time, parameters for model training, such as 

learning rate, gradient clipping weight, and number of 

training iterations, were set. The learning rate was set to 

0.001, and the gradient clipping range was set between 

[−0.01,0.01]. The model was trained for 500 iterations. The 

value of 𝜇𝑖  in the Gaussian mixture model was randomly 

selected from a uniform distribution in the range (−1, 1), 

while 𝜎i  was fixed at 0.2 to avoid mode collapse (which 

could occur if 𝜎i  were set to 0). Data generated by the 

generator was fed into the discriminator alongside the initial 

data [35]. When the discriminator's ability to distinguish 

between the two reached a probability of about 1/2, the 

model training was considered stable, and the training 

process was completed. 

Throughout the 500 training cycles, the generator model was 

saved every 100 iterations. This approach not only captured 

the final trained model but also maintained diversity in the 

data, generating test cases with varying degrees of similarity 

and improving the diversity of generated data. 

After completing the training process, the generator was 

tested to verify if it could produce data frames highly like 

real-world data. A reserved, real sample dataset was 

extracted for model validation. The discriminator was fed 

both actual and simulated data to determine whether the 

discriminator had reached the Nash equilibrium. 

3.4 Mutation Strategy Based on Packet Operator 

Library 

The mutation strategy is primarily used to determine where 

mutations will occur, while the mutation method decides the 

content of the mutation. Both works together on the packet 

sequence to achieve better mutation results, ensuring the 

generation of highly diverse and widely accepted test cases. 

This paper proposes a guided mutation operator library for 

packet sequences, based on known characteristics of existing 

vulnerabilities, to guide the mutation strategy and methods, 

allowing for efficient, rapid generation of valid cases within a 

controlled range, thus improving the efficiency of fuzz 

testing. 

An analysis of the vulnerability library shows that, in digital 

twin within industrial control scenarios, abnormal 

communication packets can lead to issues like buffer 

overflow, format string vulnerabilities, integer overflow, 

logical errors, and denial of service. These vulnerabilities 

often result from improper handling of key fields in packets, 

unchecked boundary values, excessive length, or the presence 

of special characters. For example, buffer overflow occurs 
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when boundary checks for incoming data frames are absent, 

null pointer vulnerabilities arise from improper handling of 

null values, and out-of-bounds access happens due to the lack 

of boundary checks on data frame content. 

In this study, mutation methods were developed based on the 

abnormal data frame collections and characteristics that 

triggered these vulnerabilities. The mutation methods were 

designed by altering the length characteristics of packets and 

introducing special characters in the packet content. For the 

mutation of characteristic fields in packets, we focused on 

boundary value mutations and similarity matching between 

fields. The initial mutation operators, defined according to 

known protocol field characteristics, are listed in Table 1. 

 

Table 1: Mutation operator library 

Protocol field Mutation operator 

TransactionID Special symbols, special ASCII codes 

Length 

Greater than the exact length, less 

than the exact length, illegal length, 

special boundary value 

UnitID 

Legal but undefined identifier, illegal 

identifier, boundary value 

FC 

Illegal function code, legal but 

undefined function code by the 

device, random characters 

Data 

Extra-long string, single character, 

null value, illegal read value, illegal 

data address, random characters, 

space, separator (! ＃＄&?,..), 

formatted string (%d, %n, %x, %f,…) 

Other types 

Special ASCII code, directory 

traversal character 

Considering the vulnerability triggering mechanisms and 

protocol field characteristics, a mutation strategy and method 

based on the mutation operator library and packet rules is 

proposed. A feature library of packets that are known to 

trigger vulnerabilities is established, and a mutation strategy 

is designed to perform different mutation operations on 

various regions of the packet, allowing for the quick 

identification of valid test cases. 

3.5 Result Analysis and Feedback Optimization 

The test cases generated by the model and those created 

through mutation are input into the test environment for 

evaluation. To ensure both a high reception rate and diversity 

in the data cases, a structured analysis of the protocol is 

performed. Fuzz testing scenarios are set up to align with the 

characteristics of digital twin within industrial control 

communication, and the test data frames are injected into 

devices or simulation programs for testing. The testing 

program or device interface is connected, and test data 

frames are progressively injected, with the operation of the 

test program or device being recorded, while abnormal 

communication frames are flagged. 

To deepen the fuzz testing process, this study analyses and 

assesses the characteristics of the vulnerability-triggering 

packets and adjusts the mutation strategy and methods 

accordingly based on these characteristics. Additionally, 

abnormal response packets are analysed. If the packets 

causing a particular type of abnormal response are relatively 

uniform in the fuzz testing results, the mutation method is 

dynamically changed to improve the testing effectiveness. 

Once the specific field position causing the abnormal 

response is identified, mutations at that position are 

constrained to ensure the mutation result can trigger the 

target abnormal response. At the same time, mutations are 

still applied to other areas of the packet to potentially 

uncover other abnormal conditions. 

In summary, by analysing and assessing the characteristics of 

abnormal packets, and dynamically adjusting mutation 

strategies and methods based on feedback from response 

information; while constraining specific field positions and 

applying mutations to other positions, the efficiency and 

accuracy of fuzz testing can be improved. This approach 

effectively identifies vulnerabilities. 

To further enhance the diversity of test cases, a mixed 

iterative approach combining mutation and model generation 

is employed to filter out valid cases. This method enhances 

the mutation effect and helps evaluate the characteristics of 

vulnerability-triggering packets. The optimization process is 

shown in Figure 4. 
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Figure 4: Feedback tuning process 

 

4. EXPERIMENT 

4.1 Experimental Setup 

To validate the effectiveness of the proposed method in 

various aspects, we set up an experimental environment and 

performed fuzz testing to highlight the technical innovations 

[36]. The experiment mainly simulated and tested the 

communication processes of the commonly used industrial 

control network protocols, Modbus TCP [37] and S7 [38], to 

verify the effectiveness of the tests. 

For Modbus TCP protocol fuzz testing, communication 

simulation tools adhering to Modbus protocol specifications 

were employed, including ModbusPoll v6.0.2, ModbusSlave 

v6.0.2, ModbusRSSim v8.20, and the serial port simulation 

tool Configure Virtual Serial Port Driver (VSPD). Siemens' 

S7-PLCSIM Advanced V3.0 high-function simulation 

software was installed to simulate the communication process 

of the S7 protocol by configuring the PG/PC interface and 

PLC IP addresses. Finally, the Wire shark tool was used to 

monitor abnormal communication between the master and 

slave stations. 

The experiment used the industrial IoT control dataset 

provided by Lemay [40] for training. This dataset includes 

complete packet captures and files with malicious traffic 

labels, providing detailed information on the dataset 

generation. Additionally, the S7 protocol dataset was 

captured from the simulated environment for training. For 

model training, the DMGAN model was placed on a machine 

with 16 processors (Intel(R) Core(TM) i9-12900K CPU @ 

3.20GHz), 32 GB of random-access memory, a 24-gigabyte 

Nvidia GeForce GTX 3090 Ti graphics card, and a 64-bit 

version of Windows 10 Professional. The results were 

compared with the training effects of models based on 

WGAN and WGAN-GP. The fuzz testing cases generated by 

the DMGAN model showed better performance across 

various dimensions. 

 

4.2 Experimental Evaluation 

To demonstrate the advantages of the proposed method, 

we introduced objective evaluation metrics such as test case 

reception rate, vulnerability detection capability, and 

generated data diversity to assess the overall effectiveness of 

the method. Additionally, the ability to generate test data and 

an evaluation of the benefits of the enhanced adversarial 

network model was conducted using the diverse data that was 

generated.  

Data sent in an improper format will be rejected by the 

receiver, whereas data sent in an accurate format will be 

accepted. The test reception rate is a measure of how well the 

test cases that were generated were accepted by the test target. 

Here is its definition: 

𝑇𝐴 =
𝑛a

𝑛s
× 100%                                  (8) 

Initial data 
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The formula defines the test reception rate as follows: 

 ns: the sum of all test cases that were transmitted 

 na: the sum of all test cases that were received 

During model training and mutation processes, adjusting 

model training parameters and mutation strategies can yield a 

higher test reception rate. 

In vulnerability detection, the overall goal of the 

experiment is to discover more vulnerabilities using fewer 

test cases. The vulnerability detection rate reflects the ability 

to uncover vulnerabilities, making this metric the most direct 

standard for evaluating the effectiveness of the method. It is 

defined as follows: 

𝐴𝐷 =
𝑛b

𝑛c
× 100%                            (9) 

In this context, 𝑛bstand for valid test cases, while 𝑛c are 

denotes the overall quantity of test cases. To reflect the 

variability of the indicator over different phases, we count the 

number of erroneous data packets discovered through 

informal comparisons in every 100 test cases. This metric 

serves as the strongest indicator for evaluating the 

vulnerability correlation of the target program or device. 

We also introduce the metric for the number of test cases 

generated per hour, which indicates how many run the 

model's tests produce in one hour. The formula is as follows: 

 TCGPH =
𝑛gc

 Hours 
× 100%              (10) 

In this context, 𝑛gc represents the number of generated test 

cases, and Hours gives the amount of time required to create 

these instances. To reflect the testing scope and capabilities 

of the proposed method, the diversity of generated data is 

considered an important metric. This measure highlights the 

model's diversity capability by concentrating on the number 

of categories within the produced data. If there are less data 

types in the produced set compared to the training set, it can 

be inferred that the model's performance is poor and needs 

tuning. Therefore, this metric serves as a training criterion for 

the model and can also be used as a selection standard for test 

cases. 

4.3 Experimental Results 

Table 2 lists the comparative results of this method 

against others. 

 

Table 2: Experimental results 

Method 

Number 

of use 

cases Test target 

Test acceptance 

rate/% 

Vulnerability 

detection rate/% 

Number of 

vulnerability 

triggers 

DMGAN 26000 

Modbus Slave 

v4.3.4 

89.4 

6 298 

Modbus RSSim 

v8.20 3.02 187 

WGAN 26000 

Modbus Slave 

v4.3.4 

74.3 

4 97 

Modbus RSSim 

v8.20 2.61 63 

WGAN-

GP 26000 

Modbus Slave 

v4.3.4 

88.2 

5.57 111 

Modbus RSSim 

v8.20 4.13 46 

Peach 

mutation 26000 

Modbus Slave 

v4.3.4 

48.1 - 

18 

Modbus RSSim 

v8.20 23 

DMGAN 

combined 

mutation 26000 

Modbus Slave 

v4.3.4 

88.5 

6.87 329 

Modbus RSSim 

v8.20 5.92 264 

 

In this experiment, three models are compared with the 

proposed model: a model based on WGAN, a model based on 

WGAN-GP, and a model based on DMGAN. Additionally, 

the mutation method using the Peach tool is compared. A 

total of 26,000 test data packets generated by various 

methods are sent to the identically configured simulated slave, 



International Journal of Technology Research and Management 
ISSN (Online): 2348-9006 

  Vol 12 Issue 03 March 2025 
 

 

 

 
 

Paper ID: 2025/IJTRM/03/2025/45510           11 

 

Mod-busSlave, to observe their communication effectiveness. 

Compared to the models based on WGAN and WGAN-GP, 

the model based on DMGAN has a higher test reception rate, 

can trigger more anomalies, and generates cases with greater 

diversity. Traditional mutation methods are based on the 

mutation of known fields, and both their mutation methods 

and fields are random, resulting in lower test reception rates, 

and their vulnerability detection rates are not used as 

reference indicators. 

Figure 5 shows the TA results during the model training 

period. As the training time increases, the TA rises, 

indicating that more generated data has the correct message 

format. In the stable phase, the test reception rate of the 

model based on DMGAN can reach 89.4%, which indicates 

higher format accuracy compared to the models based on 

WGAN and WGAN-GP. Although the model has been 

continuously adjusted, some data formats still remain 

incorrect. Initially, the test reception rate significantly 

increased; with ongoing iterations of training, the test 

reception rate slowly increased and eventually stabilized. 

 

 
Figure 5: Test acceptance rate 

 

Figure 6 shows the vulnerability detection capabilities of 

each model during the model training period. It can be 

observed that the proposed method shows an improvement in 

detection rates as training time increases, and the number of 

anomalous communications also rises, ultimately reaching a 

stable plateau. The level achieved by the proposed method in 

the experiment is not only related to the experimental 

approach but also to the testing targets. We used a Mod-bus 

Slave as our experimental object, and the improved DMGAN 

model demonstrated a stronger ability to detect errors 

compared to the models based on WGAN and WGAN-GP, 

validating the effectiveness and potential of the proposed 

method. 

 
Figure 6: Vulnerability detection rate 

 

In terms of case generation time, we conducted 

experiments to sequentially validate the efficiency of the 

DMGAN, WGAN, and WGAN-GP models. We found that 

when generating the same number of cases, the DMGAN 

model had a shorter generation time, as shown in Figure 7. In 

these experiments, the number of epochs was set to 30,000, 

and the generated datasets compared were the same, with the 

number of generated cases set to 1,000, 5,000, and 10,000. 

 
Figure 7: Example generation time 

 

Upon examination and comparison, it was found that the 

original training data types retained their variety following 

training with both the WGAN and DMGAN models. Distinct 

variations between classes were visible in the DMGAN 

model's output. Data variety is thus better maintained by the 

DMGAN-based model than by the WGAN-based model. 

Abnormality detection capabilities tend to improve as data 
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type richness increases. The outcome is that the DMGAN-

based model has a higher error detection rate. Figure 8 

displays the K-Means clustering effect on the produced 

dataset. 

 
Figure 8: Clustering Effect of Generated Data 

 

Table 3 lists some of the anomalies that occurred during 

communication testing. The first column of the table 

describes the protocol anomalies triggered by our method. It 

can be seen from the table that the fuzz testing method 

proposed in this paper not only ensures the ability to discover 

vulnerabilities but also increases the frequency of 

vulnerability detection, thereby enhancing testing efficiency. 

Table 3: Anomalous Results 

Exceptions 

WGA

N WGAN-GP DMGAN 

Slave Crash 16 37 179 

Station ID XX Off-Line 57 53 49 

Software Caused Connection abort 23 19 23 

Integer overflow 71 81 81 

File not found 26 30 30 

Illegal data address 119 135 169 

Invalid Initialization 21 36 26 

Illegal Function Code 160 197 297 

Writer/ReadError 101 159 206 

 

Below are detailed descriptions of some of the errors. 

When the test case attacks Modbus_Rssim, it causes a crash. 

After sending approximately 1,400 data frames, a prompt box 

indicating a program crash appears. Upon retesting these data 

frames by sending them to ModbusSlave, no anomalies occur. 

This indicates that there are defects in the implementation of 

Modbus_Rssim. Notably, when testing ModbusSlave, errors 

such as "writeError" and "ReadError" still allowed the 

execution of corresponding correct command operations. 

This is due to the read/write operations of the simulation 

program lacking functionality, but it demonstrates the ability 

of the proposed method to reveal software errors. 

In further vulnerability mining processes, Modbus_Rssim 

prompts an abnormal message, displaying "Station number 

XX offline, no response sent." The testing software 

occasionally disconnects, and analysis shows that this is 

caused by a memory overflow leading to software crashes, 

indicating that the design of the simulator did not adequately 

consider data boundary filling situations. In further testing of 

the simulation environment, anomalies such as "function 

code abnormal," "data length mismatch," "integer overflow," 

and "address abnormal" were also discovered. Since these 

anomalies are common and have been explained in previous 

studies, only the test cases triggering these anomalies were 

recorded and provided for retraining the model to determine 

the message formats that caused the anomalies. Analysis of 

the anomalies revealed that the same anomalous behavior 

might be caused by different reasons; however, different 
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anomalous behaviours could also stem from the same cause. 

In the simulation experiments, due to the lack of source code 

for the testing targets, it was not possible to further determine 

the specific principles behind the anomalies. 

Finally, this model was applied to Siemens S7 industrial 

control vulnerability mining. Unfortunately, Siemens S7 only 

performs packet sending and receiving without detecting 

anomalies in the communication process of the model. 

However, the ability to send and receive packets and monitor 

during the experiment demonstrates the feasibility of the 

method. 

In summary, the test cases generated by the improved 

model outperform those of the previous model in both 

effectiveness and the ability to detect real vulnerabilities. 

With the increase in training iterations, the proportion of 

effective test cases generated by the adversarial model 

increases, and the protocol data frames that can trigger 

vulnerabilities also rise, confirming the feasibility of the 

method. Overall, this method can achieve vulnerability 

mining for unknown protocols with relatively ideal results, 

although it requires a long training time for complex 

industrial control protocols. 

 

5. CONCLUSION 

This paper employs proposed a novel model for 

generative adversarial networks (DMGAN) that uses 

mutation methods in conjunction with network protocol 

vulnerability mining. This model is combined with offline 

rapid mutation strategies applied to the vulnerability mining 

of digital twin within industrial control network protocols, 

enabling intelligent analysis and learning of the formats of 

vulnerability data messages in network communication 

processes without manual analysis, thereby achieving faster 

and more efficient discovery of network protocol 

vulnerabilities. Additionally, this method can adapt to the 

vulnerability mining process of unknown network protocols. 

The improved model in this paper partially addresses the 

issue of mode collapse during the training process and is 

suitable for scenarios with smaller datasets. However, the 

model still has certain defects, such as long training times 

and dependency on the quality of the training dataset. The 

offline mutation strategy has not fully realized intelligent 

fuzz testing throughout the entire process and requires 

dynamic matching and adjustments. Future work could 

consider learning vulnerability rules, establishing complete 

memory and feature memory of these rules, and achieving 

more efficient and rapid intelligent vulnerability mining. 
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