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Abstract: The data mining and their different applications are becomes more popular now in these days a 

number of large and small scale applications are developed with the help of data mining techniques i.e. 

predictors, regulators, weather forecasting systems and business intelligence. There are two kinds of model 

are available for namely supervised and unsupervised. The performance and accuracy of the supervised 

data mining techniques are higher as compared to unsupervised techniques therefore in sensitive 

applications the supervised techniques are used for prediction and classification. In this presented work the 

supervised learning based application is proposed and demonstrated. The proposed work is intended to 

demonstrate the data mining technique is disease prediction systems in medical domain. In order to perform 

this task the heart disease based data is selected for analysis and prediction. the proposed technique of 

heart disease prediction is a hybrid model of data mining which is combination of the two different 

predictive model namely regression analysis and the neural network. Here the regression analysis is used to 

identify the outliers of the data set and using the refined data set the neural network performs training. In 

addition of that for increasing the performance of the training of the system in terms of training time the 

validation set modeling is used. The implementation of the proposed working model is provided using the 

visual studio environment. After the implementation the performance of the system is estimated in terms of 

accuracy, error rate, memory consumption and time consumption. In addition of that a comparative study 

with the genetic neural network is also performed with the similar parameters. According to the 

experimental comparative study the proposed technique performs better as compared to similar data model. 
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1.  INTRODUCTION 

The data mining is a technique is analysing the data and 

extracting the essential patterns from the data. These patterns 

are used with the different applications for making decision 

making and prediction related task. The decision making and 

prediction is performed on the basis of the learning of 

algorithms. The data mining algorithms supports both kinds of 

learning supervised and unsupervised. In unsupervised 

learning only the data is used for performing the learning and 

in supervised technique the data and the class labels both are 

required to perform the accurate training. In supervised 

learning the accuracy is maintained by creating the feedbacks 

form the class labels and enhance the classification 

performance by reducing the error factors from the learning 

model. 
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The proposed work is intended to investigate these techniques 

in the application of the predictions. Therefore the heart 

disease prediction system is proposed to develop and 

implement. The proposed heart disease prediction system 

utilizes the aspects of the supervised learning for predicting 

the class labels of the input pattern of heart dataset samples. 

The proposed predictive data mining technique is being 

developed in the hybrid manner for predicting accurate class 

labels. Because the hybrid classifier includes the goodness of 

both kind of classifiers in the same place and improve the 

classification performance. 

The data mining and their techniques offers to analyse the 

historical data patterns and learn using the learning over the 

previous patterns these techniques identify the upcoming 

patterns. That learning of the data mining techniques can be 

performed using the supervised techniques or in unsupervised 

approaches. The supervised learning techniques are known as 

the classification and prediction algorithms and the 

unsupervised algorithms are known as the clustering or 

categorization algorithms. The presented work is an effort for 

developing the supervised learning technique. The supervised 

learning techniques are developed in two major modules first 

the training of data model and then testing or classification of 

newly arrived patterns. 

There are a number of applications exist which are developed 

in using the supervised learning approaches such as the stock 

market price forecasting, weather prediction systems and 

others. In this presented work the heart disease prediction 

system is introduced with the help of hybrid classification 

technique. The proposed technique involves the approaches of 

liner regression and the neural network for training and testing 

of the heart disease datasets. In this system the effort for 

reducing the neural network training time is also made. Using 

the validation set and separate training set the learning time is 

improved. Furthermore for justifying outcomes of the 

proposed hybrid neural network the comparative study among 

the previously available algorithm is also performed. 

2. PROPOSED TECHNIQUE 

To design a new system and performing the comparative 

study among both the models traditional genetic neural 

network [1] and the proposed regression based neural network 

the following simulation model is proposed as given in figure 

1. According to the given diagram the input training set is 

produced in the initial steps. 

 

Figure 1: proposed simulation methodology 

The input training set is accepted by the implemented 

supervised learning algorithms and the training of the 

algorithms are conducted. After training of the models the 

trained data model is prepared which can be used for 

identification of patterns. Therefore after training need to 

input a separate testing set, the test set is processed using the 

trained data model and their outcomes are recorded. There are 

two different outcomes are generated by the system first the 

test dataset’s class labels and the classification performance 

according to the predictive outcomes of the implemented 

systems. 

A. Proposed regression based neural network 

In order to develop an improved classification technique there 

two key main aims of the classifier. 
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1. Performance improvement of the neural network: 

the performance improvement leads to improve the 

detection rate of the implemented classifier. 

2. Reducing the training time: during the pattern 

learning a significant amount of time is consumed 

for training therefore that is required to regulate the 

training of the back propagation neural network. 

In order to improve the performance of the traditional back 

propagation neural network the following improvements are 

made as demonstrated in figure 2. 

Input training set: the supervised learning models needs to 

be train before making use for classification and prediction 

task. Therefore a training set of historical patterns are 

produced as input for performing training. The training set of 

data contains the different participating attributes and the 

predefined class labels for training. In the similar manner a 

training dataset is prepared as given in [1]. 

 
Figure 2: proposed classification technique 

And using the defined data set the input data for the system is 

prepared. After input the training dataset is divided in three 

key parts as: 

1. Validation set: the validation set is the 10% of the 

entire input training dataset. For preparing the 

validation set for the proposed working model the 

10% of data is randomly selected. That dataset is 

used for validation of the learning model after 100 

epoch cycles. If the model trained before the input 

epoch cycles then it reduces the training time of the 

neural network. 

2. Training set: that is the 70% of the actual dataset 

input which is prepared by randomly selection of the 

entire input dataset. That set of data is actually used 

for training of the proposed neural network. 

3. Test set: For the testing of the proposed working 

regression based classification technique the 30% of 

entire dataset is randomly selected for performing the 

testing of the developed data model. Based on the 

testing of the test set the performance of the trained 

classifier is measured.  

Regression analysis: Regression analysis is a statistical 

method of finding relationship between the data attributes. In 

linear analysis the data is modelled using linear approximation 

function. The key advantage of working with the regression 

analysis is that, it allows additional inputs and outputs 

relevant to statistical analysis. The outcomes of the linear 

regression is a least-squares estimator, lower confidence 

bounds, upper confidence bounds, residuals, matrix of 

intervals, and the statistics (i.e. the R2 statistic, the F statistic 

and p value, and error variance). 

Basically in simple linear regression analysis, initially dataset 

is a set of n points, in this context an independent variable 𝑥𝑖 , 

and two parameters, 𝛽0 𝑎𝑛𝑑 𝛽1 are used for class predations 

thus the relationship is developed linearly. And these n points 

are going to fit in a straight line therefore the: 

Straight line can be defined using 𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝜀𝑖         𝑖 =

1, … , 𝑛………. (1) 

Adding a term in 𝑥𝑖
2 to the preceding regression gives: 
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Parabola: 𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝛽2𝑥𝑖
2 + 𝜀𝑖    𝑖 = 1, … , 𝑛 ………… 

(2) 

This is still linear regression; although the expression on the 

right hand side is quadratic in the independent variable𝑥𝑖 , it is 

linear in the parameters𝛽0 , 𝛽1 𝑎𝑛𝑑 𝛽2. In both cases, 𝜀𝑖  is an 

error term and the subscript i indexes a particular observation. 

Given a random sample from the population, we estimate the 

population parameters and obtain the sample linear regression 

model: 

𝑦′𝑖 = 𝛽0 + 𝛽1𝑥𝑖…………….. (3) 

The residual, 𝑒𝑖 = 𝑦𝑖 − 𝑦′𝑖  is the difference between the value 

of the dependent variable predicted by the model𝑦′𝑖 , and the 

true value of the dependent variable  𝑦𝑖 . One method of 

estimation is ordinary least squares. This method obtains 

parameter estimates that minimize the sum of squared 

residuals. 

Therefore the regression analysis is made using the function: 

 𝛽0 , 𝛽1, 𝑅, 𝑅𝑖 , 𝑠𝑡𝑎𝑡 = 𝑟𝑒𝑔𝑟𝑒𝑠𝑠 𝐷 …………….. (4) 

Where 𝛽0 is used for least-squares estimator, confidence 

intervals are defined by 𝛽1 . 𝑅  is stands for residuals and 

matrix of intervals is given by 𝑅𝑖 . 𝑠𝑡𝑎𝑡 is used for statistics. 

Neural network input: the back propagation neural network 

is works in three major steps 

1. Initialization: in this phase the neural network is 

initialized therefore the neural network need to 

define the number of neurons in the input layer, 

number of hidden layers and the output layer’s 

neurons. In addition of that the network needs to 

have some additional parameters on which the 

training of the network is depends such as the 

number of epoch cycles and learning rates. Using the 

dimensions of the neural network the network is 

initialized with the random weights and in further 

using the adjustments of weights the network is 

trained. 

2. Weight estimation: in this phase using the input 

values the weights of the network are computed. The 

computed weights are forwarded in next neuron 

layers and combined weights are generated at the end 

of output layer. The generated weights of the output 

layer are treated with the activation function and the 

outcome of the network is estimated. 

3. Error computation and weight correction: in this 

phase the output of neural network is compared with 

the predefined class labels or the actual outcomes of 

the network if the difference among the compute 

output and actual outcomes are higher enough then 

the error correction using the weight estimation and 

update is performed. 

A traditional neural network model is defined as follows: 

Here are some situations where a BP NN might be a good 

idea [22]: 

 A large amount of input/output data is available, but 

you're not sure how to relate it to the output. 

 The problem appears to have overwhelming 

complexity, but there is clearly a solution. 

 It is easy to create a number of examples of the 

correct behavior. 

 The solution to the problem may change over time, 

within the bounds of the given input and output 

parameters (i.e., today 2+2=4, but in the future we 

may find that 2+2=3.8). 

 Outputs can be "fuzzy", or non-numeric. 

The implementation of neural network is defined in two 

phases’ first training and second prediction: training method 

utilizes data and designs the data model. By this data model 

next phase prediction of values is performed [23]. 

Training: 

1. Prepare two arrays, one is input and hidden unit and the 

second is output unit. 
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2. Here first is a two dimensional array 𝑊𝑖𝑗  is used and output 

is a one dimensional array Yi. 

3. Original weights are random values put inside the arrays 

after that the output is given as. 

     𝑥𝑗 =  𝑦𝑖𝑊𝑖𝑗

𝑖=0

 

Where, yi is the activity level of the j
th

 unit in the previous 

layer and 𝑊𝑖𝑗  is the weightof the connection between the i
th
 

and the j
th
 unit. 

4. Next, action level of yi is estimated by sigmoidal function 

of the total weighted input. 

𝑦𝑖 =  
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
  

When event of the all output units have been determined, the 

network calculates the error (E) given in equation. 

𝐸 =
1

2
  𝑦𝑖 − 𝑑𝑖 

2

𝑖

 

Where, yi is the event level of the j
th
 unit in the top layer and 

di is the preferred output of the ji unit. 

Calculation of error for the back propagation algorithm is 

as follows: 

 Error Derivative (𝐸𝐴𝑗 ) is the modification among the real 

and desired target: 

𝐸𝐴𝑗 =
𝜕𝐸

𝜕𝑦𝑗

= 𝑦𝑗 − 𝑑𝑗  

 Error Variations is total input received by an output 

changed 

𝐸𝐼𝑗 =
𝜕𝐸

𝜕𝑋𝑗

=
𝜕𝐸

𝜕𝑦𝑗

𝑋
𝑑𝑦𝑗

𝑑𝑥𝑗

= 𝐸𝐴𝑗𝑦𝑗 (1 − 𝑦𝑖) 

 In Error Fluctuations calculation connection into output 

unit is required: 

𝐸𝑊𝑖𝑗 =
𝜕𝐸

𝜕𝑊𝑖𝑗

=
𝜕𝐸

𝜕𝑋𝑗

=
𝜕𝑋𝑗

𝜕𝑊𝑖𝑗

= 𝐸𝐼𝑗 𝑦𝑖  

 Overall Influence of the error: 

𝐸𝐴𝑖 =
𝜕𝐸

𝜕𝑦𝑖

=  
𝜕𝐸

𝜕𝑥𝑗

𝑋
𝜕𝑥𝑗

𝜕𝑦𝑖
𝑗

=  𝐸𝐼𝑗 𝑊𝑖𝑗

𝑗

 

Weigh adjustment: in the proposed model a small change 

after this process is made, therefore after weights adjustment 

the model is cross validated using the validation set and the 

approximation is made is the model trained properly or not. 

The validation process of the proposed model is given in next 

section.  

Validation: the data which separated at the input step as the 

validation set is used in this phase. Therefore after the 10% of 

actual training cycles the validation is performed with the help 

of the validation dataset. If during the validation of the data 

model the 90% of data is correctly identified then the system 

stops the training and the next pattern is used further training 

of the system. To understand the validation process the for 

example the total epoch cycles are 100 then after the 10 cycles 

the validation set on the trained model is applied if 90% of the 

validation data is identified correctly then the model stop the 

training and the next pattern from the training set is used for 

further training.    

Trained model: after successfully validation of the proposed 

data model. That is expected the data model is trained 

successfully and now it can be used for classification and 

prediction. Therefore in this phase the test set is applied over 

the trained model and their performance and class labels are 

predicted. 

Classification and performance: according to the test set 

input the model is evaluated for their performance. Thus the 

amount of accurately classified patterns, the misclassified 

patterns and the consumed resources in terms of memory 

consumption and the training time is computed and reported. 
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3. RESULTS ANALYSIS 

The given section provides the study about the proposed 

classification algorithm and the comparative performance 

study among the implemented classifiers in different 

performance factors. The performance outcomes and the 

estimated analysis are provided in this chapter. 

A. Accuracy  

The accuracy is a measurement of the data model for finding 

the amount of correctly classified data using the input 

samples. The performance of the algorithm in terms of 

accuracy can be evaluated using the following formula. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 % =
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑑𝑎𝑡𝑎

𝑡𝑜𝑡𝑎𝑙 𝑖𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎𝑠𝑒𝑡𝑠
𝑋100 

 
Figure 3: accuracy 

The performance of the proposed hybrid classifier and the 

traditional genetic back propagation neural network is 

compared using the figure 3. In this diagram the X axis shows 

the training samples in the dataset and the Y axis shows the 

obtained accuracy in terms of percentage. The results of both 

the classifiers are demonstrating the different behaviour of 

classification aspects, in the traditionally implemented 

classifier the performance of the classification is reduces as 

the amount of training instances are increases. On the other 

hand the performance of the proposed classification technique 

is increases as the amount of training samples are increase. 

Thus the proposed classifier performs more effectively as 

compared to traditional manner of classification. For 

analysing the results in the statistical manner the mean 

accuracy of both the classifiers are computed and their 

difference in performance is reported using the figure 4. In 

this diagram the mean performance of both the method in 

terms of accuracy is demonstrated using the Y axis and the X 

axis contains the implemented methods for making 

comparative performance study. According to the obtained 

performance the proposed classifier is producing 

approximately 96% of accurate results and the traditional 

classifier produces the 92.53 % of accurate results. Thus the 

proposed classification technique is much efficient and 

accurate as compared to the traditional technique of data 

classification.  

 
Figure 4: mean accuracy 

B. Error rate 

The error rate of the classifier provides the estimation about 

the misclassified samples during the testing of the trained 

classifier. The evaluation of error rate can be performed using 

the following formula. 

50 100 150 200 300 400 500

Hybird 
classification

93.8 94.6 95.2 96.2 98.3 98.6 99.6

Genetic BPN 87.3 89.5 91.7 92.6 94.2 95.3 96.8
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𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 % =
𝑡𝑜𝑡𝑎𝑙 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑖𝑛𝑝𝑢𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
𝑋100 

Or  

𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 % = 100 − 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 % 

The comparative error rate of the proposed and traditional 

classification technique is provided using the figure 5. The 

given figure includes the X axis to show the size of training 

samples and the Y axis shows the amount of misclassified 

patterns in terms of percentage. According to the 

demonstrated results the error rate of the proposed classifier is 

reduces as the amount of training instances are increases in 

the database. On the other hand the error rate of the traditional 

scheme is increases as the amount of data for learning is 

increases. Thus the proposed classifier is improving the 

outcomes of the classification with increasing the learning 

patterns. In order to understand the performance of the 

classification more clearly the mean error rate percentage is 

evaluated and reported using the figure 6. In this figure the 

amount of error rate produced by the algorithms are 

demonstrated using Y axis and X axis shows the methods 

implemented with the system.  

 
Figure 5: error rate 

 
Figure 6: mean error rate 

According to the obtained results the from the mean error rate 

percentage the proposed hybrid classifier produces more 

effective and improving performance as compared to the 

traditional classification technique. 

C. Memory usages  

The amount of main memory required to successfully execute 

the algorithms is known as the memory consumption of the 

algorithms. The given figure 7 shows the comparative 

performance of both the implemented classifiers. In the given 

diagram the X axis shows the number of training input 

samples produced for the training to the data models and the 

Y axis shows the amount of main memory consumed by the 

implemented algorithms. According to the obtained results the 

amount of memory consumption in the proposed data 

modeling is higher as compared to traditional technique 

because the proposed classifier needs to process the data using 

both the classifiers. 
50 100 150 200 300 400 500

Hybrid 
classification 
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Genetic BPN 12.6 10.4 8.29 7.32 5.74 4.67 3.14
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Figure 7: memory usage 

In order to understand the memory usage difference among 

both the classification technique the mean memory 

consumption is demonstrated using the figure 8 in this 

diagram the X axis shows the amount of instances of the data 

used for training and the Y axis shows the amount of main 

memory consumed during evaluation of data. 

 
Figure 8: mean memory consumption 

D. Time consumption  

The amount of time required to process the data using the 

proposed algorithm is termed here as the time consumption of 

the system. The comparative time consumption of both the 

data models during the training is demonstrated using figure 

9. In this diagram the X axis contains the amount of data used 

for training and the Y axis shows the amount of time required 

to process the data samples. According to the obtained results 

the proposed technique consumes higher time as compared to 

the traditional classifier. The proposed scheme utilizes the 

back propagation neural network and learning of this 

algorithm is an iterative process thus the amount of time is 

higher as compared to the genetic neural network. 

 
Figure 9: time consumption 

In order to understand the difference among both the 

technique’s performance the mean time consumption of both 

the algorithms are computed. According to the obtained 

performance the proposed technique consumes more time as 

compared to the traditional technique. Thus the proposed 

model is a time consuming model for training time. 
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Figure 10: mean time consumption 

4. CONCLUSION 

The main aim of the performed study is to design and develop 

an efficient and accurate prediction and classification model 

for heart disease prediction. Therefore the given chapter 

provides the summary of the entire work performed and the 

future work on the basis of the extension possibilities are 

presented in this chapter. 

A. Conclusion 

The data mining is helpful for analysing the data, when the 

manually analysis of the data is not feasible then the data 

mining techniques are applied for analysis. The data mining 

techniques are the computer based algorithms which identify 

the relationship among the data and extraction of the similar 

pattern data on which they are trained. Basically the data 

mining techniques are analyse data in two different manner in 

first the training of the algorithm is not required which is 

called as the unsupervised learning techniques and the 

techniques in which the training before use of the algorithm is 

necessary is known as the  supervised learning technique. 

In this proposed work the supervised learning technique is 

demonstrated and implemented. The proposed learning 

technique is usages the historical heart disease data as training 

input and after the training from the previous samples the 

testing of the model is performed for similar pattern detection. 

The proposed supervised learning model combines the 

goodness of two different supervised learning approaches i.e. 

regression analysis and the neural network. Therefore the 

proposed technique is a supervised hybrid classification 

technique. In this model the input data is divided in three parts 

in first the training set, validation set and third the testing set. 

The training set is processed using the regression analysis 

technique to find the outliers exist on the training patterns. 

After removal of outliers the refined data set is used with the 

neural network for training. During the training of neural 

network the validation set is used to ensure the learning of the 

classifier this helps to improve the classification accuracy and 

the time consumption in neural network learning. Finally the 

test set is applied for discovering the performance of 

classification. 

The implementation of the proposed technique is performed 

with the help of visual studio technology. Additionally the 

performance estimation of the proposed data model is 

performed with the help of accuracy, error rate, time 

consumption and the memory consumption. In addition of that 

for comparing the outcomes of the proposed technique the 

genetic neural network is also implemented and compared 

with the proposed model. The summary of the implemented 

data model’s performance is given using table 6.1. 

Table 6.1 performance summary 

S. No. Parameters  Proposed  Genetic 

neural 

network 

1 Accuracy  High  Low  

2 Error rate  Low  High  

3 Memory 

consumption  

Low  High  

4 Time 

consumption  

Low  High  
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While According to the obtained performance the proposed 

technique provides efficient and accurate results as compared 

to the similar classification techniques i.e. genetic neural 

network. Therefore the proposed predictive algorithm is 

adoptable for heart disease prediction and similar applications.   

B. Future work 

The proposed work for modeling and improvement in 

classification and prediction techniques is prepared 

successfully. This technique is helps to reduce the training 

time of the neural network and improve the learning by pre-

analysis of the data. Therefore the proposed technique can be 

used when the accuracy and computational performance is 

required. Therefore in near future the proposed model is 

enhanced with the help of more optimization algorithm and 

the initialization of neural network by which the cost of 

weight adjustment is also reduced significantly. 
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